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Query-Dependent Aesthetic Model With Deep
Learning for Photo Quality Assessment
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Abstract—The automatic assessment of photo quality
from an aesthetic perspective is a very challenging problem.
Most existing research has predominantly focused on the
learning of a universal aesthetic model based on hand-crafted
visual descriptors. However, this research paradigm can
achieve only limited success because 1) such hand-crafted
descriptors cannot well preserve abstract aesthetic properties,
and 2) such a universal model cannot always capture the
full diversity of visual content. To address these challenges,
we propose in this paper a novel query-dependent aesthetic
model with deep learning for photo quality assessment. In
our method, deep aesthetic abstractions are discovered from
massive images, whereas the aesthetic assessment model is
learned in a query-dependent manner. Our work addresses
the first problem by learning mid-level aesthetic feature
abstractions via powerful deep convolutional neural networks to
automatically capture the underlying aesthetic characteristics of
the massive training images. Regarding the second problem,
because photographers tend to employ different rules of
photography for capturing different images, the aesthetic model
should also be query-dependent. Specifically, given an image
to be assessed, we first identify which aesthetic model should
be applied for this particular image. Then, we build a unique
aesthetic model of this type to assess its aesthetic quality. We
conducted extensive experiments on two large-scale datasets
and demonstrated that the proposed query-dependent model
equipped with learned deep aesthetic abstractions significantly
and consistently outperforms state-of-the-art hand-crafted
feature-based and universal model-based methods.
Index Terms—Deep aesthetic visual abstraction, deep learning,

quality assessment.

I. INTRODUCTION

T HE objective of photo quality assessment is to automat-
ically determine whether a given image is of “high” or

“low” quality from an aesthetic perspective. Such assessments
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Fig. 1. Three high-quality images following different composition rules: (a) the
rule of thirds, (b) a symmetric pattern, and (c) the diagonal rule.

have many attractive applications. For example, they enable the
harvesting of high-quality photos from online sources [1]–[3]
and can assist home users in managing and editing their dig-
ital photos [4]–[8]. As a result, image quality assessment has
received increasing attention in recent years [9]–[16].
Because of the subjectivity and complexity of humans’ aes-

thetic activities, the automatic aesthetic assessment of images
is very challenging. In recent years, many research efforts have
been made and various methods have been proposed to solve the
photo quality assessment problem [17]–[21]. Most existing re-
search has predominantly focused on the construction of hand-
crafted visual descriptors that are related to high-level aesthetic
attributes. Those features are designed under the guidance of
certain common photography rules and prior knowledge, among
which the following are the most commonly applied: rule-of-
thirds composition [4]–[19], depth of field (DOF) [17], [9], sim-
plicity [18], colorfulness [17], sharpness [18], [19], exposure
[17], [18], and contrast [18]–[19]. When the images of interest
are represented in terms of these hand-crafted aesthetic features,
a universal aesthetic model can be trained on a dataset con-
sisting of both “high”- and “low”-quality images (labeled by
hand) [17]–[20]. The universal aesthetic model can then be ap-
plied to assess the quality of any test image.
However, the above research paradigm can achieve only lim-

ited success because 1) such hand-crafted features cannot well
preserve abstract aesthetic properties and 2) such a universal
model cannot always capture the full diversity of image con-
tent. Because quality assessment is rather subjective and com-
plex, it is unclear which types of features are correlated with
aesthetic value. Unlike the aforementioned hand-crafted fea-
tures, which are designed heuristically to mimic certain pre-
defined rules, we propose in this paper to mine the underlying
aesthetic abstractions automatically using powerful deep con-
volutional neural networks (DCNNs) [24]. The convolutional
network is fed raw pixels and trained end to end, thereby allevi-
ating the shortcomings of hand-engineered features. We believe
that compared with hand-crafted features, these automatically
trained aesthetic features will produce a representation that can
better capture several general underlying aesthetic characteris-
tics from massive training images.

1520-9210 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 2. High-quality images following different rules of photography. There is no single rule that is suitable for all images. (a) Deep (left) or shallow (right) depth
of field? (b) Colorful (left) or monotone (right)? (c) Simplicity (left) or complexity (right)? (d) Sharpness (left) or blur (right)?

Regarding the aesthetic model, the underlying assump-
tion in the conventional universal aesthetic model is that all
high-quality images share the same photographic/aesthetic
rules. However, the optimal photographic rules can vary con-
siderably among different images, and they are affected by
many factors, such as the subject of the image (portraiture,
landscape, animal, architecture, etc.), the theme (emotive, fun,
sad, etc.), the shoot time (day or night), the shoot location
(indoor or outdoor), and the type of photograph (photomacro-
graph, photomicrograph, etc.). There are no fixed rules that can
be applied to all images. For example, whether the composition
of an image follows the rule of thirds has served as an important
feature in previous aesthetic assessment research [4]–[25].
However, beyond the rule of thirds, there are also many other
popular rules of photographic composition, such as symmetric
patterns (especially for architecture), the diagonal rule, and
the S rule. Fig. 1 shows three high-quality images following
different composition rules. Fig. 2 provides further examples
of images that are all high in quality but follow very different
photographic rules.
Because there are no universal photographic rules that are

suitable for all images, it is difficult to train a universal aesthetic
model that can handle all images well. Photographers tend
to employ adaptive photographic rules for capturing different
images; therefore, the aesthetic model should also be adaptive
to individual images. In this paper, we propose to construct
such an adaptive aesthetic model for different testing/query
images, i.e., the query-dependent aesthetic model. Specifically,
given an image to be assessed, we first identify which aesthetic
model should be applied to this particular image and then build
a unique aesthetic model of this type to assess its aesthetic
quality. However, it is very challenging to construct such a
query-dependent aesthetic model. As noted above, the optimal
photographic rules for a specific image are influenced by many
factors, such as the subject, the theme, the shoot time and
location, and the type of photograph, as well as many other
unknown factors. Modeling all these factors explicitly and ex-
haustively for the construction of a query-dependent aesthetic
model would be an excessively complex task.
We solve this problem by considering that similar images

share similar aesthetic models. Under this basic assumption, for

a given query image, we first identify other images to which it
is visually/semantically similar from the entire training database
to construct a query-dependent training set, and the query-spe-
cific model is then learned from these images. For example, if
the given query image is a photo with a “plant”-related subject,
we wish to retrieve other “plant” images from the training data-
base. The aesthetic labels (high quality or low quality) of the
returned “plant” images are known. Therefore, we can train a
model using those images. The trainedmodel can then be used to
determine the aesthetic label of the given “plant” image. When
the query image is a photo with an “animal”-related subject, we
retrieve other “animal” images from the database to train an aes-
thetic model that is suitable for “animal” images.
The key problem in query-dependent aesthetic model

learning is to identify the neighbors of the query image, i.e.,
the images that are visually/semantically similar to the query
image. The most straightforward approach is to use con-
tent-based image retrieval. However, at present, methods of
content-based image retrieval still suffer from the well-known
semantic gap problem. Retrieval based on visual information
alone may introduce noise into the retrieval results. How-
ever, for most applications, we are concerned with network
images that are shared on the Web and are accompanied by
rich textual information, e.g., tags, surrounding text, and Exif
information. By also invoking this textual information in the
retrieval process, a better query-dependent training set can be
constructed, resulting in a better query-dependent aesthetic
model.
The remainder of this paper is organized as follows.

Section II briefly reviews related work. In Section III, the auto-
matic learning of aesthetic features via DCNNs is introduced.
In Section IV, the proposed query-dependent image quality
assessment method is detailed. Experimental results are pre-
sented and analyzed in Section V, followed by the conclusions
in Section VI.

II. RELATED WORK

Most existing research on photo quality assessment has
focused on the design of aesthetic-related features based on
common rules of photography [17]–[26] to mimic human
aesthetic perception. For example, Datta et al. [17] proposed
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a 56-dimensional feature vector to describe several high-level
aesthetic attributes, such as light exposure, colorfulness, satu-
ration and hue, and the rule of thirds. Ke et al. [18] proposed
7 different kinds of features to capture the simplicity, contrast,
brightness, etc. of an image. Marchesotti et al. [11] proposed
the use of generic image descriptors to assess aesthetic quality.
Luo et al. [19] first extracted the subject region from a photo
and then extracted several features, including clarity, contrast,
simplicity, and composition. Lo et al. [27] proposed several
aesthetic features from the perspective of comparing high-
and low-quality image templates derived from a training set.
Nishiyama et al. [28] assessed the aesthetic quality of photos
by evaluating their color harmony and proposed the use of
bags of color patterns to characterize color variations in local
regions. Lu et al. [29] recently proposed the adoption of deep
neural networks to classify low- and high-quality images.
With images represented in terms of certain designed aes-

thetic features, a universal model is typically trained via pop-
ular machine learning algorithms (e.g., SVMs, AdaBoost) on
a collected training set. The universal model is then applied
to various test images. The primary limitation of such a uni-
versal aesthetic model is that it assumes that all high-quality
images follow the same photographic rules. Recently, several
researchers have recognized this problem and have made pre-
liminary efforts to solve it [22]–[31]. Instead of considering all
types of images, Li et al. [22] focused on one specific genre
of photos: consumer photos containing faces. They extracted
face-related features and trained a quality evaluation model for
images of this particular kind. In [10] and [23], the considered
images were manually grouped into different categories based
on their subjects (“animal”, “plant”, “human”, etc.), and an aes-
thetic model was then trained for each category. In [30], an aes-
thetic model was designed specifically for scenic images. Yin
et al. [21] restricted their study to scenic images with geo-lo-
cation information. Specifically, they used the geo-location in-
formation to collect images acquired at the same place and also
used auxiliary datasets to construct different aesthetic models
for scenic images with different contents, e.g., bridges, moun-
tains, or beaches.
Although these works have attempted to address the problems

of universal aesthetic models, they suffer from either their lim-
ited applicability to specific types of images (face-containing
images in [22], scenic images in [21], [30]) or their need for
specific auxiliary knowledge (geo-location information in [21]).
Furthermore, although these authors acknowledge the limita-
tions of the universal model, they still assume that all images
in the same category share a common aesthetic model. As dis-
cussed above, the applicability of photographic rules is affected
by many factors, and an image’s content/subject is only one of
them. The aesthetic attributes of images within the same cate-
gory still vary considerably. It is difficult to use a single aes-
thetic model to describe them all. Moreover, in these methods,
it is necessary to first automatically identify the content to de-
termine which model should be used. Furthermore, it is imprac-
tical to build aesthetic models for application to a vast range of
categories.
The query-dependent aesthetic assessment method proposed

in this paper can effectively address these problems. First, in-
stead of building a universal aesthetic model, our method builds

Fig. 3. Architecture of a DCNN for automatic aesthetic feature mining. Layers
with weights are marked with red lines. Max-pooling layers without weights are
marked with black dashed lines. A local contrast normalization layer, which is
not represented in the figure, is applied following the first max-pooling layer.

a query-dependent aesthetic model for each query image. For
each query image, we construct a query-dependent training set
and extract the deep aesthetic features of the images in that set.
The query-dependent aesthetic model is then learned from those
images. Second, our method requires no additional information
beyond the image itself, which makes this method highly gen-
eralizable to various applications. In our approach, to assess the
quality of a given image, we retrieve other images that are visu-
ally similar to it from the training image database using visual
features. Therefore, all of the information we require is con-
tained in the visual features of the images.We do not require any
auxiliary knowledge, such as the geo-location information re-
quired in [21] or the category label information required in [10].
Our approach is applicable to various types of images rather
than being limited to a specific genre of images (e.g., face-con-
taining photos as in [22] or scenic images as in [21] and [30]).
Third, the proposed method is a general framework that is suffi-
ciently flexible to incorporate auxiliary knowledge when avail-
able, for example, the textual information associated with an
image, as will be illustrated later.
The query-dependent aesthetic assessment method proposed

in this paper can effectively address these problems. First, it
constructs a query-dependent aesthetic model for each query
image to consider its unique photographic rules. Second, it re-
quires no additional information beyond the image itself, which
makes this method highly generalizable to various applications.
Third, the proposed method is a general framework that is suffi-
ciently flexible to incorporate auxiliary knowledge when avail-
able, for example, the textual information associated with an
image, as will be illustrated later.

III. AESTHETIC FEATURE LEARNING VIA DEEP
CONVOLUTIONAL NEURAL NETWORKS

In this paper, we propose to automatically mine abstract aes-
thetic features frommassive training images using DCNNs. Our
network contains five learned layers: two convolutional layers
and three fully connected layers. The architecture is schemat-
ically illustrated in Fig. 3. The first convolutional layer filters
the input image using 32 kernels of in size with
a stride of 4 pixels. The second convolutional layer takes as
input the normalized and pooled output of the first convolutional
layer and filters it using 32 kernels of in size. The
fully connected layers have 16 neurons each. Our objective is
to classify the photos into two classes, i.e., “high” quality and
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Fig. 4. (a) The 32 convolutional kernels of in size learned by the
first convolutional layer. (b) Each row visualizes the top 20 local image patches
with the highest response to one of the 32 kernels.

“low” quality. Therefore, the last fully connected layer is fed to
a 2-way softmax that produces a distribution over the classes.
The goal of training is to maximize the probability of the cor-
rect class, which is achieved by minimizing the cross-entropy
loss for each training example.
For use as training images, we downloaded approximately

19,000 images from DPChallenge.com, a popular social photo
sharing website that allows users to share, comment on and
score photos online. Please refer to Section V-A for details. We
trained the model using the stochastic gradient descent tech-
nique with a mini-batch size of 128 examples, with a dropout
rate of 0.5 added to two fully connected layers. The 32 con-
volutional kernels of in size learned by the first
convolutional layer are presented in Fig. 4(a), and the top 20
local image patches with the highest response to each of these
32 kernels are given in Fig. 4(b). These kernels can be grouped
into two major classes, one consisting of frequency and orien-
tation kernels and one consisting of color-related kernels. The
frequency and orientation kernels detect patterns of variation in
the images. They are potentially related to the general aesthetic
rules of sharpness (high frequency), contrast, local structures,
and so on. The color-related kernels detect color-harmonious
image patches. It has been proven that color harmony is a key

Fig. 5. Each row visualizes the top 20 image patches with the highest response
to the 32 kernels learned in the second convolutional layer.

factor among the various contributions to the perceived quality
of a photo [32], and many studies of hand-crafted aesthetic fea-
ture extraction have considered the issue of color harmony [28],
[19].
The kernels learned in the first convolutional layer detect pre-

dominantly local features. The kernels in the second convolu-
tional layer view a larger contextual window and thus can de-
rive aesthetic features at higher levels of abstraction. The top
20 image patches with the highest response to each of the 32
kernels learned in the second convolutional layer are presented
in Fig. 5. We can observe that these patches exhibit more com-
plex compositional structures and color patterns. With the three
fully connected layers, more abstract and global aesthetic fea-
tures will be derived. We adopt the 16-dimensional features of
the last hidden layer as the final deep aesthetic feature represen-
tation of the image.
Compared with the model adopted in [29], the architecture of

our model is much simpler and has fewer parameters, especially
in the fully connected layers. [29] mainly follows the architec-
ture of ImageNet [24]. However, unlike ImageNet, which is a
highly complex 1000-class classification task, photo quality as-
sessment is only a binary classification task. Moreover, in [29]
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Fig. 6. The framework of the proposed query-dependent aesthetic assessment system. For a given query image, we first extract its visual and textual features for
the retrieval of similar images from the entire training set. By combining the results of image and text retrieval, a query-dependent training set is constructed. Using
images representing the extracted deep aesthetic features, the query-dependent model is learned from the query-dependent training set. The aesthetic label is
predicted by the learned query-dependent aesthetic model. The proposed query-dependent aesthetic model is comparable to the manner in which humans learn to
rate image aesthetics from experience gained by viewing similar images.

all images with varying aesthetic quality levels were used while
in this paper we discarded the ambiguous images in the middle
of the quality range, leading to a much easier task. Therefore,
there is no need for as many neurons in the fully connected
layers in this case. In fact, we tested various numbers of neu-
rons in the fully connected layers and observed that redundant
and repeated neurons were generated. Thus, we gradually re-
duced the number of neurons in the fully connected layers and
found that 16 is a suitable choice.
Our model also has fewer convolutional layers than themodel

in [29]. To investigate whether this two convolutional layers
CNN model is strong enough to infer high level subjective aes-
thetic meanings, we tried two alternative experiments to involve
more global information. In the first experiment, we increased
the number of convolutional layers from 2 to 5. In the second ex-
periment, we trained a multi-scale DCNN model which is sim-
ilar to [33]. However, neither experiment brings performance
increase. We have tried our best to analyse the reasons. We think
the most possible reason is two-fold. On one hand, the size of
kernels in the two convolutional layers are and ,
respectively. Therefore, the size of the receptive filed after two
convolutional layers is . As shown in Fig. 5, the patch
in this size contains considerable part of the whole image and
can reflect partial aesthetic quality. On the other hand, the out-
puts of the second convolutional layer are fed into the fully con-
nected layers, in which they are combined together for subse-
quent learning. Therefore, global information can be partially
involved in this step. Besides, aesthetic quality assessment is
highly abstract and very challenging. It needs us devote more
efforts. We will continue investigating this interesting problem
in the future.

IV. QUERY-DEPENDENT AESTHETIC MODEL

In this section, we first introduce the conventional universal
aesthetic model and then present the proposed query-dependent
aesthetic assessment method, including image-retrieval-based,
text-retrieval-based and multi-view query-dependent aesthetic
models.

A. Universal Aesthetic Model
Given a query image , the objective of aesthetic quality as-

sessment is to predict its aesthetic quality based on a training
set , where is the -th

training image in and is the aesthetic quality of . Cur-
rently, most studies of aesthetic quality analysis treat it as a bi-
nary classification problem, i.e., the aesthetic quality is repre-
sented by , with denoting high quality and

denoting low quality.
To predict the aesthetic label of query image based on

the training set , we need to estimate the posterior probability
. The label should be the one with the maximum a

posteriori probability given the query image and the training
set

(1)

Currently, is typically estimated using a model denoted by
, i.e., , via sophisticated machine learning methods,

e.g., SVMs [17], Bayesian classifiers [18], or AdaBoost [19].
The model is trained on by minimizing the training errors on
this set.
In universal aesthetic quality assessment, it is assumed that

all images share a common aesthetic model; therefore, the uni-
versal model is trained on a set that is independent of the
query image .

B. Query-Dependent Aesthetic Model

The universal model suffers from the limitation that it cannot
be effectively applied to a broad variety of query images. As
discussed in Section I, the aesthetic model should be de-
pendent on the query image. In other words, instead of being
independent of , a query-dependent model should
be learned from a suitable training set that reflects the
unique aesthetic characteristics of . Thus, the key problem in
query-dependent aesthetic model learning is to properly con-
struct the query-dependent training set . In this paper, we
propose to construct by exploring the neighbors of the
query image in a joint visual and textual space.
The framework of the proposed query-dependent aesthetic

assessment method is illustrated in Fig. 6. For a given query
image , we first extract its visual and textual features for the re-
trieval of similar images from the entire training set . By com-
bining the results of image and text retrieval, a query-dependent
training set is constructed. Then, the query-dependent aes-
thetic model is learned from . The aesthetic label

is finally predicted by the learned query-dependent model.
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The proposed framework is very flexible. In the case that
only visual information is available, we can construct via
image retrieval alone. In this case, we refer to the procedure
as image-retrieval-based query-dependent aesthetic learning.
When only text retrieval is used for the construction of ,
the method is known as text-retrieval-based query-dependent
aesthetic learning. When is constructed from both visual
and textual information, we refer to this approach as multi-view
query-dependent aesthetic learning. Moreover, it is also quite
simple to incorporate other information to derive more
precisely.
For query-dependent aesthetic learning, we need to construct

a query-dependent training set and train a query-dependent
model for each query image; therefore, both efficiency and ef-
fectiveness are important. The image- and text-retrieval-based
query-dependent aesthetic learning methods presented below
are designed to ensure both high efficiency and high accuracy.
1) Image-Retrieval-Based Query-Dependent Aesthetic

Learning: In image retrieval, the essential problem is to mea-
sure the visual similarity between the query image and each
of the images in the database precisely and efficiently. The
retrieval accuracy depends on the visual features considered,
and the retrieval efficiency depends on the index strategy. For
the visual features, we adopt two popular methods of visual
representation. One is the widely used bag-of-words (BOW)
visual representation, and the other is the newly emerged rep-
resentation based on generic features learned via large CNNs.
Image Retrieval Based on BOW Features: We first discuss

image retrieval using the BOW visual representation. For each
image, the DoG detector is used for interest point detection and
the SIFT approach is used to describe local features [34]. A
codebook is trained with local features from all training images
via K-means clustering. Each local feature is quantized into its
corresponding visual word; thus, each image is represented as a
sequence of visual words.
Visual words should serve to describe images in manner sim-

ilar to compact and descriptive text words. Thus, we can build a
highly efficient content-based image retrieval system in which
images are indexed and retrieved via Inverted File Indexing
[35], one of the most popular information retrieval strategies.
In our image retrieval system, each image is represented as a
histogram

(2)

where is the codebook size, , and is the fre-
quency of the -th visual word in . The are weighting con-
stants defined as the inverse document frequencies (IDFs),

, where is the total number of images in the database and
is the number of images in the database that contain the -th

visual word.
Finally, the similarity between the query image and a data-

base image is calculated as follows:

(3)

where and are the histograms of and , respectively.
Image Retrieval Based on CNN Features: Recent research

indicates that the generic features extracted by large CNNs
trained on the diverse ImageNet database are very powerful
[24]. Therefore, we also adopt these CNN-based visual features

as an image representation for measuring the visual similarity
between images.
We extract the CNN-based visual features using the open-

source deep learning framework Caffe.1 The architecture of the
CNN model is similar to that presented in [24]. It consists of
five convolutional layers and three fully connected layers. The
neural network is trained on part of the ImageNet image data-
base, which contains millions of images in 1000 categories. For
an image , we input it into the learned CNN, and the 4096-di-
mensional output of the final fully connected layer is adopted as
its visual representation .
The similarity between the query image and a database

image is calculated as follows:

(4)

Query-Dependent Training Set Construction via Image Re-
trieval: When no textual information is available, we can con-
struct the query-dependent training set for based solely
on the image retrieval results as follows:

(5)

where denotes the set of neighboring images of in the
BOW-based or CNN-based visual feature space, which can be
derived using (3) or (4), respectively. We denote these image-
retrieval-based query-dependent aesthetic learning methods as
QDep_IR and QDep_IR for short.
2) Text-Retrieval-Based Query-Dependent Aesthetic

Learning: The image retrieval system can efficiently return
images that are visually similar to the query image. How-
ever, because of the well-known semantic gap problem, some
irrelevant images may be returned. Currently, many images
are shared on the Web that are associated with rich textual
information. Therefore, when an image’s textual information
is available, we can leverage mature text retrieval systems to
conduct text-based retrieval for the evaluation of images that
are textually similar to the query image.
As discussed in Section II, several previous works have

addressed the shortcomings of universal aesthetic learning
by categorizing images into different groups based on their
tags and training independent aesthetic models for each cat-
egory. This type of method is a special case of our proposed
text-retrieval-based query-dependent aesthetic learning method
in which simple Boolean text retrieval is performed using
the image’s tag information. This type of method is termed
QDep_Tag in this paper.
QDep_Tag constructs the query-dependent training set

based on the following rule:

(6)

where denotes the tags associated with image . It is
equivalent to conducting Boolean text retrieval, in which the
similarity between the query image and a database image
is defined as

if
otherwise

(7)

1“Caffe: An open source convolutional architecture for fast feature embed-
ding,” [Online]. Available: http://caffe.berkeleyvision.org/
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TABLE I
PERFORMANCE COMPARISON OF VARIOUS AESTHETIC FEATURES AND CLASSIFICATION MODELS ON THE AVA DATASET. THE RESULTS SHOW THAT
1) THE PROPOSED DEEP AESTHETIC FEATURES SIGNIFICANTLY OUTPERFORM ALL OTHER HAND-CRAFTED FEATURES REGARDLESS OF WHETHER THE
UNIVERSAL MODEL OR A QUERY-DEPENDENT MODEL IS APPLIED; 2) THE PROPOSED QUERY-DEPENDENT AESTHETIC MODELS AND

CONSISTENTLY OUTPERFORM THE UNIVERSAL MODEL FOR ALL TYPES OF AESTHETIC FEATURES; 3) DEMONSTRATES
BETTER PERFORMANCE THAN DOES ; AND 4) WITH THE DEEP AESTHETIC FEATURES ACHIEVES THE HIGHEST
PERFORMANCE WITH AN 80.38% CLASSIFICATION ACCURACY, WHEREAS THE UNIVERSAL MODEL WITH HAND-CRAFTED FEATURES CAN

ACHIEVE A CLASSIFICATION ACCURACY OF ONLY APPROXIMATELY 70%

Although there are many mature text retrieval systems available
andmany additional textual features beyond the tags can be used
in our proposed framework, we simply use the Boolean retrieval
procedure described above using tag information to ensure a fair
comparison with the QDep_Tag method presented in [10]–[23].
3) Multi-View Query-Dependent Aesthetic Learning: The

textual and visual features of an image describe the image from
different perspectives and are complementary to each other. To
obtain a better query-dependent training set , it is natural
to combine these two types of information. Many studies of
multi-view learning have been reported [36], [37]. Here, we
consider only the simplest linear combination

(8)

The combination coefficient is a trade-off factor be-
tween the two components. For query image , we retrieve
the most similar images from the entire training set ac-
cording to (8) to construct , and we then derive its multi-
view query-dependent aesthetic model by training its
on .
The multi-view query-dependent aesthetic learning pro-

cedure reduces to QDep_Tag when and reduces to
QDep_IR when . In this paper, we simply set .

V. EXPERIMENTS

A. Experimental Setting
1) Datasets: There are several publicly available datasets for

aesthetic image quality assessment. In general, these images
can be downloaded from social photo-sharing websites, such as
photo.net and DPChallenge.com. These platforms allow users
to share, comment on and score photos online. In this paper,
we report experiments conducted on two popular datasets, AVA
[23] and CUHKPQ [10].
AVA is a large-scale dataset for aesthetic visual analysis [23].

It contains 255,530 images collected from the website DPChal-
lenge.com. The provider of AVA does not release the images but
rather their web links.We successfully downloaded 193,077 im-
ages; the links to the remaining images could not be accessed.

Each image has a distribution of quality scores (from 1 to 10,
where 10 is the highest) contributed by photographers from the
website. A single overall score was obtained to indicate the
aesthetic quality of each image by averaging all of its indi-
vidual scores. Similar to what was done in [18], the top 10%
and bottom 10% of the photos were designated as high- and
low-quality images, respectively, and the ambiguous images in
the middle of the quality range were discarded.
CUHKPQ consists of 17,690 images collected from profes-

sional photography websites and contributed by amateur pho-
tographers [10]. Each image has been labeled as being of either
“high” or “low” aesthetic quality by 10 viewers. In addition, the
images in this dataset are divided into seven categories, with
each image being assigned one of the following seven tags: “an-
imal”, “architecture”, “human”, “landscape”, “night”, “plant”,
and “static”.
For each dataset, we randomly selected half of the images for

training and the remaining images for testing. The deep neural
network for deep aesthetic feature extraction was trained using
the images in the training set.
2) Image Representation: As discussed in Section IV-B1,

the widely used BOW visual representation and the recently
developed representation based on generic features learned via
large CNNs were adopted for image representation (IR). For the
BOW representation, the DoG detector is used for interest point
detection and the SIFT [34] approach is used for local feature
description. The codebook is learned via hierarchical K-means
with 6 levels and 10 centers at each level [35]. For the CNN
feature representation, the 4096-dimensional output of the final
fully connected layer is adopted as the visual representation. For
the representation of textual features for text retrieval, we di-
rectly used the tag information associated with each image in
the datasets.
3) Method Comparison: To validate the effectiveness of the

aesthetic features learned with deep neural networks, we com-
pared the results with those of several state-of-the-art hand-
crafted features proposed in recent years [17]–[27] as well as
those of [29].
To thoroughly study and compare universal aesthetic learning

and various query-dependent aesthetic learning methods, we
implemented four methods and compared them with each other.
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Fig. 7. The query-dependent training sets constructed via the query-dependent aesthetic models and . (The top eight images for
each are shown.)

Universal: In this method, a universal aesthetic model is di-
rectly trained on the training set and then the model is applied
to all test images. Most previous aesthetic analysis research has
relied on this type of method. In this case, all query images share
the same aesthetic model.
QDep_Tag: Each image in CUHKPQ is associated with tag

information. Therefore, we can train an aesthetic model for each
tag, as in [10], [23]. Specifically, we separate the dataset into 7
categories according to the tags. Then, a model is trained for
each tag. Regarding the query-dependent aspect, query images
with the same tag share the same aesthetic model.
QDep_IR: The objective of this model is to adaptively build

an individual aesthetic model for each query image through
image retrieval. For each query image in the testing set, we
first find the top images from the training set that are most vi-

sually similar to the query image via our image retrieval system.
Then, the returned images are used as the query-dependent
training set to build the query-dependent aesthetic model for .
Finally, the aesthetic label of is predicted using this query-de-
pendent model.
QDep_Tag&IR: The query-dependent training set is con-

structed via multi-view query-dependent aesthetic learning with
. The other settings are similar to those in QDep_IR.

For all methods, the SVM [38] classifier, which has been
widely used in previous aesthetic quality assessment studies
[17]–[20], was adopted for aesthetic model training. All param-
eters were selected via 5-fold cross-validation on the training
set. For QDep_IR, the size of the query-dependent training set
was empirically set to . The average classification ac-
curacy for each method is reported.



TIAN et al.: QUERY-DEPENDENT AESTHETIC MODEL WITH DEEP LEARNING FOR PHOTO QUALITY ASSESSMENT 2043

Fig. 8. More examples of query-dependent training sets constructed via . In each row, the first image is the query image and the remainder are the
top seven images returned via image retrieval using CNN features.

B. Experimental Results on AVA

The experimental results obtained on the AVA dataset are
summarized in Table I. Let us first compare the proposed deep
aesthetic features with several hand-crafted features [17]–[27]
and [29]. The comparison indicates that the proposed deep aes-
thetic features significantly outperform all other aesthetic fea-
tures on this dataset, regardless of whether the universal model

or a query-dependent model is applied. This demonstrates that
the aesthetic features learned via our DCNNs are more discrim-
inative for photo quality assessment. Compared with the deep
learning model adopted in [29], the fully connected layers in
our model contain much fewer neurons. This is because in this
study, we discarded the ambiguous images in the middle of
the quality range, thereby simplifying the binary classification
problem.
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Fig. 9. Example images that are misclassified by our model. The label indicates the ground-truth aesthetic quality.

Now, we turn to a comparison of different aesthetic models.
Table I shows that the proposed query-dependent aesthetic
models and consistently outper-
form the universal model over all considered aesthetic features.
The query-dependent model with the deep
aesthetic representation yields the best performance (80.38%),
whereas the Universal model with hand-crafted feature can
achieve a classification accuracy of only approximately 70%.
Of the two query-dependent models, demon-

strates better performance than does . It is
obvious that the adaptive training set used significantly af-
fects the quality assessment performance. Fig. 7 shows the
query-dependent training sets constructed by
and for two query images. We can see that
the query-dependent training sets returned by
consist of images that are more similar to the query image.
Therefore, achieves better performance. To fur-
ther demonstrate and investigate the query-dependent training
sets returned by , more retrieval results are
provided in Fig. 8. From this figure, we can see that the query
image and the images returned by the retrieval system are vi-
sually similar, with similar shooting subjects, similar shooting
backgrounds/environments, similar lighting conditions, sim-
ilar shooting angles, and so on. Because many images in the
AVA dataset do not have tag information, we could not apply
QDep_Tag. We believe that if precise tag information were
available for this dataset, the performance could be further
improved by using QDep_IR&Tag.
Although our method achieves the best performance, about

20% images are still misclassified. Fig. 9 shows some examples
of the misclassified images. The label indicates the ground-truth
aesthetic quality. The reasons that may potentially cause the
misclassification are complex. For some images, their ground
truth labels may be incorrect. Though we have discarded the

ambiguous images in the middle of the quality range, it is in-
evitable that some noise still exists. For some images, their con-
tent is very rare and we cannot retrieve sufficient images which
are closely similar with it to construct a good query-dependent
training set. For some images, their aesthetic quality labels may
also be affected by other factors beyond the photographic rules,
for example, the rare shooting object, the emotion and culture
behind them, etc. These factors are too abstract to be captured
by our model.
The influence of the query-dependent training set size is

illustrated in Fig. 10. In this figure, varies from 10 to 250. We
can see that the query-dependent aesthetic model can achieve
good performance even at very small query-dependent training
set sizes ( ). In most cases, it exhibits stable performance
when is larger than 50. This indicates that the aesthetic model
is truly dependent on the query image and can be learned from
images located in a small neighborhood surrounding the query
image.

C. Experimental Results on CUHKPQ
The experimental results obtained on the CUHKPQ dataset

are summarized in Table II. Let us first compare the different
aesthetic features, i.e., the proposed deep aesthetic features and
the other baseline aesthetic features [17]–[29]. From Table II,
we can observe that the proposed deep aesthetic features sig-
nificantly outperform all other aesthetic features, regardless of
whether the universal model or a query-dependent model is
adopted.
Now, we turn to a comparison of the different query-depen-

dent aesthetic models. This table yields the following observa-
tions. First, all query-dependent aesthetic models consistently
outperform the universal model across all considered aesthetic
features. Second, QDep_Tag&IR (QDep_Tag& and
QDep_Tag& ) outperforms QDep_Tag and QDep_IR
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Fig. 10. Classification accuracy of the universal model and query-dependent models with varying query-dependent training set size (AVA).

TABLE II
EXPERIMENTAL RESULTS OBTAINED ON THE CUHKPQ DATASET. OUR PROPOSED DEEP AESTHETIC FEATURES SIGNIFICANTLY OUTPERFORM ALL OTHER

HAND-CRAFTED AESTHETIC FEATURES. THE QUERY-DEPENDENT MODELS CONSISTENTLY OUTPERFORM UNIVERSAL MODEL

( and ), which demonstrates that a
combination of visual and textual information can yield a better
query-dependent training set. Third, query-dependent models
with CNN-based IR significantly outperform query-dependent
models with BOW-based IR because the CNN representation
can describe the visual content of an image more comprehen-
sively and thus retrieve more similar query-dependent training
images. One example is shown in Fig. 11. This figure presents
the query-dependent training sets constructed using different
IR methods. A better retrieval result gives rise to higher ac-
curacy in the aesthetic quality classification results. Fourth,
the query-dependent model QDep_Tag& with the deep
aesthetic representation always achieves the best performance.
We further investigated the performance of the Universal

model and the query-dependent model QDep_Tag& on
each of the 7 tags, as shown in Fig. 12. The proposed deep aes-
thetic features were used in both models. This figure shows that
QDep_Tag& significantly and consistently outperforms
the universal model across all 7 categories. The results further
demonstrate the effectiveness and robustness of our proposed
aesthetic features learned via deep neural networks.

D. Comparison Between CNN Features and Learned Deep
Aesthetic Features
In our query-dependent aesthetic assessment system, there

are two types of features learned from DCNNs. One is the CNN
features extracted using the open-source deep learning frame-
work Caffe trained on ImageNet, as described in Section IV-B.
The other is the deep aesthetic features extracted using the

DCNN model we specifically trained for aesthetic feature
mining, as described in Section III. We use the CNN features
for a search for similar images to construct the query-depen-
dent training set, and we use the deep aesthetic features for
query-dependent aesthetic model (SVM) training. During the
similar-image search, our goal is to retrieve images that have
similar visual content to the query image but not images that are
of similar aesthetic quality to the query image. Our assumption
is that each image has its own adaptive quality assessment
model and that this model can be learned from images that are
visually similar to it. For example, when we assess the quality
of a “landscape” image, we would like to use a model learned
from other “landscape” images in the database. Therefore, we
search for other “landscape” images using CNN features, which
are powerful for use in similar-image searches, and then extract
their deep aesthetic features to train the query-dependent model
via the SVM classifier. In a case in which we wish to assess
the quality of a “human” image, we should search for other
“human” images from the database using CNN features. In
summary, CNN features are used to search for visually similar
images to construct the query-dependent training set, whereas
learned aesthetic features are used to train the query-dependent
aesthetic model because features of the latter type are more
discriminative with regard to the subjective image quality.
To further verify this approach, we conducted the following

experiments. Either of these two types of features could be used
in the retrieval step and in the SVM classifier training step.
Therefore, there are four possible combinations: 1) CNN fea-
tures for retrieval and learned deep aesthetic features (Deep-
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Fig. 11. Query-dependent training sets constructed via the query-dependent aesthetic models QDep_Tag, , QDep_Tag& , ,
and QDep_Tag& (the top eight images for each are shown.).

Aesth) for SVM training, ; 2) CNN fea-
tures for retrieval and CNN features for SVM training,

; 3) DeepAesth features for retrieval and CNN fea-
tures for SVM training, ; and 4) Deep-
Aesth features for retrieval and DeepAesth features for SVM
training, . For the experiments
presented in Section V-B and V-C, the
combination was adopted. In the experiments reported here, we
tested the performances of the other three cases and compared
them with that of . We conducted the
experiments on the AVA dataset, and the results are summarized
in Table III.
Table III yields the following observations. CNN features are

more suitable than DeepAesth features for image retrieval. Both
and un-

derperform with respect to and
. The reason is that when DeepAesth features are

used for image retrieval, the returned images are similar to the
query image in aesthetic quality but do not have contents similar
to that of the query image. Comparing
and , we can see that the former significantly
outperforms the latter, which demonstrates that our learned deep
aesthetic features are much more discriminative with regard to
the subjective image quality.

E. Complexity Analysis
Unlike the universal method, our proposed query-dependent

aesthetic learning method requires the training of a query-de-
pendent aesthetic model for each query image. The additional
computational cost introduced in this online training process
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Fig. 12. Classification accuracies of the Universal model and the
QDep_Tag& model on the seven categories of the CUHKPQ dataset.
The proposed deep aesthetic features were used in both models. The results
show that QDep_Tag& consistently outperforms the Universal model
across all seven categories.

TABLE III
COMPARISON BETWEEN CNN FEATURES AND

LEARNED DEEP AESTHETIC FEATURES

includes the image retrieval task and the SVM training of the
query-dependent aesthetic model training.
The image retrieval system was implemented using KD-Tree

via OpenCV. To ensure high retrieval performance, 2048 par-
allel kd-trees are constructed. Our image retrieval system is very
efficient. For a given query image, it requires less than 0.01 s to
return the retrieval result from the database.
For the SVM training of the query-dependent aesthetic

model, as we observed in the experiments presented above,
the proposed method demonstrates good, stable performance
at a small (e.g., 50). Therefore, we tested the average SVM
training time cost at , and it was found to be only
0.0008 s. The time cost of SVM testing is negligible.
In sum, the total time cost of the online query-dependent aes-

thetic learning process is less than 0.01 s, which is sufficiently
small for real-time applications. The entire system was imple-
mented using C++. The time cost reported above was obtained
on a PC with a 3.4 GHz Intel Core CPU and 4 GB of memory.

VI. CONCLUSION
In this paper, we propose the automatic mining of abstract

aesthetic features using deep convolutional neural networks and
also propose a general framework for query-dependent aesthetic
quality assessment to solve the problems inherent to the cur-
rent universal aesthetic learning methodology. In our proposed
method, a query-dependent aesthetic model is built for every
given query image to describe its unique aesthetic attributes.
The query-dependent model is learned from the neighbors of
the query image in both visual and textual space. By lever-
aging mature image and text retrieval systems, high efficacy
and efficiency of the query-dependent aesthetic method are en-
sured. Extensive experiments on two popular datasets demon-
strate that our proposed deep aesthetic features outperform the

state-of-the-art hand-crafted aesthetic features and that our pro-
posed query-dependent scheme significantly and consistently
outperforms the conventional universal scheme.
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